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Abstract

Time series forecasting is the behavior of predicting the future after careful consideration
and analysis of the past, due to the essential significance of this task in countless areas such
as science, business and engineering. Preparing an acceptable model to fit and then forecast
the series is a difficult process since each signal/series has unique features and dependence
on foreign parameters that are difficult to capture in the model.

There are several Time Series forecasting methods available today, each needing adequate
data preparation and analysis to produce a meaningful prediction. The purpose of this paper
is to undertake a comparison research on the most widely used Time Series estimators in
order to compare their performance on a wide range of series from various areas (economics,
finance, meteorology, etc...) using machine learning and deep learning techniques. Some of
the implemented models are automated, making hyper-parameter search a component of the
model, allowing it to be utilized without any prior knowledge of the models or the datasets
on which it will be applied.

Keywords: Time series, Forecasting, Machine learning, Deep learning.
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Résumé

La prévision des séries temporelles est le comportement qui consiste à prédire l’avenir
après avoir soigneusement examiné et analysé le passé, en raison de l’importance essentielle
de cette tâche dans d’innombrables domaines tels que la science, les affaires et l’ingénierie.
La préparation d’un modèle acceptable pour ajuster et ensuite prévoir les séries est un pro-
cessus difficile car chaque signal/série a des caractéristiques uniques et dépend de paramètres
étrangers qui sont difficiles à capturer dans le modèle.

Il existe aujourd’hui plusieurs méthodes de prévision des séries temporelles, chacune
d’entre elles nécessitant une préparation et une analyse adéquates des données pour produire
une prédiction significative. L’objectif de cet article est d’entreprendre une recherche com-
parative sur les estimateurs de séries temporelles les plus largement utilisés afin de comparer
leurs performances sur un large éventail de séries provenant de divers domaines (économie,
finance, météorologie, etc...) en utilisant des techniques d’apprentissage automatique et
d’apprentissage profond. Certains des modèles implémentés sont automatisés, faisant de la
recherche d’hyper-paramètres une composante du modèle, ce qui permet de l’utiliser sans
aucune connaissance préalable des modèles ou des jeux de données sur lesquels elle sera ap-
pliquée.

Mot Clé: séries temporelles, prévisions, apprentissage automatique, apprentissage pro-
fond.
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ملُخص
في المهمة لهذه الأساسية الأهمية بسبب ، الماضي وتحليل متأنية دراسة بعد بالمستقبل التنبؤ سلوك هو الزمنية بالسلسلة التنبؤ
كل لأن صعبة عملية السلسلة توقعه ثم ليناسب مقبول نموذج إعداد والهندسة. والأعمال العلوم مثل مثل لها حصر لا مجالات

النموذج. في التقاطها يصعب التي الأجنبية المعلمات على فريد واعتماد ميزات لها سلسلة / إشارة
تنبؤ لإنتاج للبيانات كافيين وتحليل إعداد إلى يحتاج منها كل ، اليوم المتاحة الزمنية بالسلاسل التنبؤ طرق من العديد هناك

مغزى. ذي
مجموعة في أدائهم لمقارنة في استخداماً الزمنية السلاسل مقدرات أكثر حول مقارنة بحث إجراء هو الورقة هذه من الغرض
والتعلم الآلي التعلم تقنيات باستخدام (... إلخ ، ية الجو الأرصاد ، يل التمو ، (الاقتصاد المجالات مختلف من السلاسل من واسعة
باستخدامه يسمح مما ، النموذج مكونات أحد المفرطة المعلمات عن البحث يجعل مما ، مؤتمتة المنفذة النماذج بعض العميق.

عليها. تطبيقه سيتم التي البيانات مجموعات أو بالنماذج مسبقة معرفة أي دون
العميق. والتعلم ، الآلي والتعلم ، والتنبؤ ، الزمنية السلاسل مفتاحية كلمات
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Chapter 1

Introduction

1.1 Context
Time series modeling is a dynamic study topic that has grabbed the interest of the aca-

demic community during the last few decades. The primary goal of time series modeling is to
gather, evaluate, and systematically research the past in order to build an acceptable model
that represents the series’ inherent structure. This model is then used to explain the Time
Series and anticipate its future values, i.e. forecasting.

Every day businesses use time series forecasting for a wide variety of purposes such as
forecasting daily stock prices, forecasting foreign currency exchange rates, forecasting unem-
ployment rates; meteorologists use it to provide an estimate of wind speeds, daily maximum
and minimum temperatures, and to approximate the precipitations.
All of these and many more activities demonstrate the importance of time series and having
a solid forecast of the future, as it may be critical for businesses to prepare for anticipated
spikes in sales and prepare for it or to avert catastrophe when watching meteorological data.

The purpose of this research is to develop time series forecasting methodologies based on
machine learning and deep learning techniques. Then, we fully evaluate these techniques in
terms of various features, presenting the benefits and drawbacks of each strategy.

13



1.2 Thesis outline
Our report is organized as follows:

Part I provides an introduction and explanation of the fundamental problem. Part II is
a background section that offers an overview of the main ideas utilized in the next section.
The background section addresses the Time series forecasting area briefly. Then, we provide
various forecasting model principles. This section will also showcase machine learning and
deep learning techniques, as well as certain detection algorithms and forecasting measures.
Part III presents the state of the art in time series forecasting methodologies utilizing ma-
chine learning/Deep learning techniques, identifying their advantages and shortcomings.

We compare these interesting techniques in detail using a summary table. The comparison
is based on several factors such as algorithm settings and produced outcomes. Finally, in
Part IV, we wrap off our report by discussing our prospects and future projects.
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Part II

Background
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Introduction

Time series forecasting is a strategy for predicting future occurrences by examining previ-
ous patterns, with the premise that future trends would be similar to past trends. Forecasting
is the process of predicting future values using models fitted to previous data. Time series
forecasting is required for prediction issues with a time component since it gives a data-driven
approach to effective and efficient planning.

All of these and many more activities demonstrate the necessity of time series and having
a solid forecast of the future, since it may be critical for businesses to prepare for probable
spikes/dips in sales and prepare for it or avert catastrophe while watching meteorological
data.

In this section, we will provide some information about our topic. First, in Chapter 2, we
will go through the fundamental principles of time series, which will be the major focus of our
study. In Chapter 3, Chapter 4 and Chapter 5, we introduce the reader to machine learning,
forecasting models, and deep learning techniques, providing an overview of basic concepts in
these advanced disciplines.We then briefly cover some forecasting metrics in Chapter 6.
Following that, we delve into time series forecasting methods, which will be mostly employed
in this study.

16



Chapter 2

Basic Concepts of Time Series

2.1 What is a Time Series ?
A time series is a succession of data items that occur in sequential order over a given

time period . This is in contrast to cross-sectional data, which represents a single moment
in time.

A time series in investing follows the movement of selected data points, such as the price
of a securities, over a given period of time, with data points collected at regular intervals
[1]. There is no minimum or maximum time requirement, allowing the data to be obtained
in a fashion that delivers the information required by the investor or analyst analyzing the
activity.

Figure 2.1: A time series graph of the population of the United States from the years 1900
to 2000 [1].

17



2.2 Types of Time Series
There are several classification criteria for time series; in this section, we will concentrate

on time dependency and stationary.
Time dependence refers to the effect of previous values on newly observed values of the
recorded variable/phenomenon. Time series are classified into two types [2]: long memory
time series and short memory time series.

• Long memory time series are those with a slowly decreasing auto-correlation func-
tion; these time series reflect a process with slowly changing behavior. Long memory
time series are typically seen in meteorological and geological data; for example, the
development of the mean temperature on planets is an example of a long memory time
series.

• Short term time series represent a process with a high turnover and have an auto-
correlation function that decreases rapidly as we move away from the present, making
the measure less helpful for the future. Financial data, such as stock prices, are a
common example of this time series.

We have stationary and nonstationary time series for the second classification criterion:
stationary. Stationary time series are processes with statistical characteristics (mean,
variance) that are independent of time. Non-stationary time series are those that do not
meet the aforementioned definition. These time series are particularly frequent in finance
and retail. These time series can be difficult to anticipate without any sort of pre-processing,
which is why we utilize a variety of approaches to stationarize these processes in order to
obtain better forecasts.

2.3 Why do we do Time Series Analysis ?
Time series analysis is performed for two primary reasons [3]:

• Understanding the process’s behavior by analyzing its historical records allows you to
model and determine the major parameters that impact the time series and identify its
components.

• Forecasting the future values of the series using an appropriate model trained on his-
torical values.

18



Figure 2.2: Example of Long/Short memory, Stationary/Non-Stationary Time Series [3].

2.4 Time Series Components

y(t) = T (t) + S(t) + C(t) + (t) (2.1)
y(t) = T (t)S(t)C(t)ϵ(t) (2.2)

y(t) represents the measure collected at time step t, T(t) is the general trend of the
series, S(t) depicts the seasonal element of the time series, C(t) is the cyclic component of
the observation, and (t) reflects the irregular patterns within the series, residuals. Figure 2.3
depicts the sales of a retail store between 2013 and 2015; in this time series, we can see the
aforementioned components (Figure 2.4). The trend differs significantly in this example, but
the seasonal component may be deduced from the series’ behavior and some common sense
[1]. We may expect a rise in sales near the end of each year because these periods correlate
to the holidays.

19



Figure 2.3: Sales of retail store [2].

Figure 2.4: Decomposition of the sales of retail store into its components: Trend,Seasonal
and Residual [2]

20



Chapter 3

Machine learning

3.1 What is Machine Learning?
3.1.1 Definition 1

Machine Learning is the field of study that gives computers the ability to learn without
being explicitly programmed. —Arthur Samuel, 1959 [4].

3.1.2 Definition 2
A more engineering-oriented one:
A computer program is said to learn from experience E with respect to some task T

and some performance measure P, if its performance on T, as measured by P, improves with
experience E. —Tom Mitchell, 1997 [5].

3.2 Types of Machine Learning Systems
There are so many different types of Machine Learning systems that it is useful to classify

them in broad categories based on [6]:

• Whether or not they are trained with human supervision (supervised, unsupervised,
semi-supervised, and Reinforcement Learning)

• Whether or not they can learn incrementally on the fly (online versus batch learning)

• Whether they work by simply comparing new data points to known data points, or
instead detect patterns in the training data and build a predictive model, much like
scientists do (instance-based versus model-based learning)

21



3.2.1 Supervised Learning
In supervised learning , we feed the algorithm with training examples and their desired

outputs.
Data = {(x(1), y(1)), (x(2), y(2)), .., (x(n), y(n))} (3.1)

The goal is to learn a model/function that maps inputs to outputs for newly-observed
data :

• When y is real, we talk about regression.

• When y s discrete, we talk about classification.

3.2.2 Unsupervised Learning
In unsupervised learning, no labels are given to the learning algorithm, leaving it on its

own to discover hidden patterns in data.

Data = {x(1), x(2), .., x(n)} (3.2)

Unsupervised learning problems include:
• Clustering.

• Density estimation.

• Dimensionality reduction (e.g., ICA, PCA), etc.

3.2.3 Semi-supervised
Semi-supervised algorithms work on small amount of labeled data and large amount of

unlabeled data.
These include:
• Self-training

• Generative models

• Graph-Based algorithms

• Multi-view algorithms

3.2.4 Reinforcement learning
The system learns by rewards and punishments given as a feedback to the program’s

actions in a dynamic environment. Reinforcement learning is usually described in terms of
the interaction between some agent and its environment. The agent is the thing that is
learning, and the environment is where it is learning, and what it is learning about [7].
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Chapter 4

Forecasting Models

4.1 How to Forecast Time Series ?
Time series forecasting differs from typical regression assignments in that we must

account for a crucial constraint: order. The chronological sequence of the data makes it
more difficult for an estimator to develop an overall model that can be used for a long time
[8], because patterns may arise for a short period of time and then fade, or the general
distribution of the data may change. The prediction of stock price [9] is a significant
example of this problem since the stock’s behavior may change as a result of a new rule,
which might affect the entire distribution of the data moving forward.

4.1.1 Time Series Forecasting
Forecasting is the primary reason we perform time series analysis; the basic concept is

to try to forecast the future using previous observations. The model that best explains the
data will be used to forecast the future based on prior data [8]. A forecasting model is a
functional representation of a time series that will be used to anticipate the future. We have
two primary variables in univariate time series:

• Endogenous variables are the series’ previous values.

• Exogenous variables (or explicative variables) are external elements that can be asso-
ciated to the value of the time series; these variables must be predictable (like calendar
data) or we will be utilizing other time series to predict our own, as in multivariate
time series forecasting.

We shall only use endogenous factors in this case study.

We can now begin projecting future values of the series after finding the best model that
can fit the data. In this case, we have two options: we may forecast one step ahead or
multiple steps ahead [8].
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4.1.2 One step ahead

yt+1 = f(y0; y1; ...; yt−1, yt) (4.1)

One step ahead strategy is very straight forward using the past values of the series the task
will be to predict the next value of the signal.

4.1.3 Multi-Step
However, with the multi-step approach, things get a little more difficult since we have

two options: predict all the values of the series up to yt+h or forecast only the last value of
the horizon yt+h.

Iterative

The iterative technique is commonly employed by auto-regressive models, where each
prediction is based on prior data, making it impossible for the model to forecast values that
are far away in the future directly (as is the case with the AR model), as indicated by the
equation above. The drawback of this approach is that it propagates the error made in previ-
ous forecasts into the future, potentially making the quality of long-term forecasts uncertain.
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Direct

yt+h = f(y0; y1; ...; yt) (4.2)
The direct approach forecasts a future value directly using past values gathered up to

the present; this procedure is explained above in the equation 4.2.

4.1.4 Cross Validation for Time Series
The traditional time series forecasting approach is to train the model/estimator on a

subset of the data (Train dataset), forecast on a certain sized horizon, and then compute the
estimator’s performance on the test dataset. The preceding method is insufficient for time
series, particularly ones with a large number of datapoints. This is due to the fact that we
cannot assume that the distribution of the series would remain constant throughout time [8].
Over the other hand, the fact that some external/exogenous factors have an influence that we
cannot always model/use when making predictions makes forecasting on a reasonably broad
horizon inaccurate.

So to prevent such issues, we use an approach called: Walk Forward Validation.

Figure 4.1: Cross Validation for Time Series. [3]
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When predicting unknown values, this method considers the granularity/frequency
of the Time Series. From a business/practical standpoint, this is the most advanced ap-
proach/implementation of the Time Series Forecasting issue since it can offer better forecasts
(using the most information available up to the ’present’). We presume that our estimators
will work well up to a particular sub-horizon, which can be deduced from the granularity
of the dataset, and then retrain the model using the same train dataset and the observa-
tions that fall inside that sub-horizon that we’ve previously forecast [10]. This improves
the estimators’ expertise as they make predictions and addresses a common difficulty in the
conventional technique, which is adjusting the model to changes in the overall trend of the
series.

4.2 ARMA and its variants
4.2.1 AR(p)

Assumption: The time series is stationary

yt = c + ∅1yt−1 + ∅2yt−2 + .. + ∅pyt−p (4.3)

The auto-regressive model is the most basic time series model; it is based on the notion
that every value of a time series may be predicted based on previous recorded values. This
formulation mathematically indicates that the future value of the time series, yt, will be the
linear combination of the previous values with an intercept as shown in the equation 4.3,
where ∅ is the weight of each observation [11]. The number of delays utilized in forecasting
the value of yt is determined by the parameter p of AR(p).
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4.2.2 MA(q)
Assumption: The time series is stationary

yt = µ + ϵt + θ1ϵt−1 + θ2ϵt−2 + ... + θqϵt−q (4.4)

yt = µ +
q∑

k=1
θkϵt−k (4.5)

µ = 1
q

q∑
t=1

yt−i (4.6)

The moving average model is identical to the auto-regressive model, except that
the intercept is the average of the most recent q values, and instead of running the auto-
regressive model on the observed records, we regress on the residuals (the difference between
the average and the observed values). The MA component, as specified in the equations (
4.4, 4.5, 4.6), is the linear combination of the most recent q residuals, with θ being the weight
of each error correction [11]. The component ϵ is referred to as a random shock because it is
expected to have a normal distribution with a zero mean and a constant variance δ2.

4.2.3 ARMA(p,q)
Assumption: The time series is stationary

yt = c + ϵt +
p∑

i=1
∅iyt−i +

q∑
i=1

θiϵt−i (4.7)

The ARMA(p,q) model combines the previously stated AR(p) and MA(q) models;
technically, the model is just the sum of these models as given by the equation 4.7. However,
the drawback of these models is that they presuppose that the time series under consideration
are stationary, which is not the case in most real-world instances. As a result, we must
ensure that any time series modeled with this function is stationary; to do this, we utilize
the differencing operation to stationarize the series [11]. This procedure is addressed by the
ARIMA model, which generalizes the ARMA model for non-stationary time series.

4.2.4 ARIMA(p,d,q)
The ARIMA model’s most essential feature is its ability to handle non-stationary

time series thanks to the d parameter, which controls the amount of differencing opera-
tions conducted on the datapoints. As a result, the ARMA model will be applied on the
differentiated variable rather than to the original record [11]. Even though the ARIMA
model can manage a wider range of time series (non-seasonal and non-stationary), it cannot
handle seasonal data since it does not capture this component of the series in its mathe-
matical formulation.
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4.2.5 SARIMA(p; d; q)(P;D;Q)s

The SARIMA model is a generalization of the ARIMA model, developed by Box and
Jenkins in 1970, that is capable of handling the seasonality component of periodic time
series. Box and Jenkins undertake a second differentiation on the seasonal component of the
time series in their generalized proposition [11]. As a result, we add four more parameters
to the model, which are (p; d; q)(P ; D; Q)s.

The SARIMA model as shown in Table 4.1 is an extension of all the previously stated
models, since we can find a back to any estimator with the correct choice of parameters
(p; d; q)(P ; D; Q)s:

SARIMA(p; 0; 0)(0; 0; 0)0 describes an AR(p) model
SARIMA(0; 0; q)(0; 0; 0)0 describes an MA(q) model
SARIMA(p; 0; q)(0; 0; 0)0 describes an ARMA(p,q) estimator
SARIMA(p; d; q)(0; 0; 0)0 describes an ARIMA(p,d,q) estimator

Table 4.1: Methodology for Auto-regressive models [11]

4.2.6 Auto-correlation and Partial auto-correlation function
Determining the time dependency/correlation between recent and historical data is a

crucial step in time series modeling and forecasting because it allows us to develop an ap-
propriate model that best characterizes the records we have and generates strong forecasts
[11].
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4.2.7 The Akaike information criterion (AIC)
The Akaike information criterion (AIC) is an estimator of out-of-sample prediction

error and thereby relative quality of statistical models for a given set of data. Given a
collection of models for the data, AIC estimates the quality of each model, relative to each
of the other models. Thus, AIC provides a means for model selection [12].

In simpler terms, AIC is a single number score that may be used to identify which of
several models is most likely to be the best fit for a given dataset. It estimates models in a
relative manner, which means that AIC scores are only meaningful when compared to other
AIC values for the same dataset. A lower AIC score is preferable.

AIC = −2 ln(L) + 2k

AlC equation, where L= likelihood and k = # of parameters.

In typical machine learning practice, AIC is most commonly employed when it is difficult
to assess the model’s performance on a test set (small data, or time series). AIC is very useful
for time series analysis since the most relevant data in time series analysis is frequently the
most recent, which is trapped in the validation and test sets. As a result, training on all
data and using AIC can produce better model selection than traditional train/validation/test
model selection methods.

A large sample size is often sufficient to approximate, but because using AIC frequently
implies a small sample size, there is a sample-size adjusted formula called AICc that adds a
correction term that converges to the AIC answer for large samples but gives a more accurate
answer for smaller samples. As a general rule, it is best to always use AICc.

4.2.8 Significance of ACF and PACF
ACF is a (full) auto-correlation function that returns auto-correlation values for any se-

ries with lagged values. We generate an ACF plot by plotting these values along with the
confidence band. Simply said, it describes how well the series’ present value is linked to its
historical values. Trend, seasonality, and residual can all be components of a time series.
ACF takes into account all of these factors when determining correlations, which is why it is
referred to be a ‘complete auto-correlation plot.’
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PACF is an abbreviation for partial auto-correlation function. Essentially, instead of
finding correlations of the present with lags as ACF does, it finds correlations of the residuals
(which remain after removing the effects which are already explained by the earlier lag(s))
with the next lag value, thus ‘partial’ rather than ‘complete’ because we remove previously
found variations before finding the next correlation. So, if there is any hidden information
in the residual that can be represented by the next lag, we may achieve a strong correlation
and preserve that next lag as a feature during modeling [13].

The table below 4.2 can be used to help identify patterns, and what model conclusions
we can make about those patterns.

Table 4.2: Role of ACF and PACF in selecting models[14]
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4.3 Facebook Prophet
Prophet is a Facebook open source project for time series research and forecasting. It

provides a helpful API in Python and R for off-the-shelf forecasting for those who do not have
much experience with time series modeling. Prophet combines a semi-automatic forecasting
model with the option to modify the model depending on the user’s past knowledge and
experience [9]; this technique is referred to as ”analyst in the loop” in the article that explains
the model employed behind Prophet.
Prophet employs a three-component additive time series model:

1. A piece-wise linear or logistic growth function for simulating the series’ trend component
4.8.

2. A periodic component represented by the 4.8 s(t) function.

3. A holiday component that must be manually inserted by the user in order to be enabled.
This component adds external characteristics (other than holidays) to the time series,
allowing the user to make better predictions and accurately predict unusual events.
This component enables Prophet to simulate ’conditioned’ seasonalities.

4. A forecasting error component that compensates for predicting mistakes.

y(t) = g(t) + s(t) + h(t) + ϵt (4.8)

g(t) = C(t)
1 + exp(−(k + a(t)Tδ)(t − (m + a(t)Tγ)))

(4.9)

s(t) =
N∑

n=1

(
an cos

(2πnt

P

)
+ bn sin

(2πnt

P

))
(4.10)

4.3.1 Useful add-ons to the traditional regression additive model
Prophet employs a modified trend detection model that employs a piece-wise linear com-

ponent to adjust the level of the time series when the trend slope shifts, in order to avoid
missing out on local patterns in favor of the overall pattern in the series, and uses the last
portion of the trend as the trend for the future. Furthermore, the trend employs a logis-
tic growth-like function to describe the signal’s non-periodic development across time. This
function contains a handy argument C(t) that allows you to limit the value of the observa-
tions to a maximum or a minimum [10].
For example, when forecasting real-time series such as the development of the number of
users of a certain service, we know for a fact that this value cannot surpass the number of
persons on Earth; or when projecting a stock price, we know for a fact that the price of a
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stock cannot be lower than 0 [9]. These little model restrictions can go a long way toward
ensuring that the model makes sense and provides explainable projections. Facebook’s tool
also accommodates multiplicative seasonality and sub-daily frequencies, although these two
choices must be supplied to the model manually.

Table 4.3: A brief Summary of the capability of Prophet[10]
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Chapter 5

Deep learning

5.1 Neural Network
Neural Networks are increasingly being utilized in time series forecasting, particularly for

lengthy datasets. This is due to NN’s ability to simulate complicated nonlinear models and
self-adjust to data. NNs are general estimators that may be utilized for a variety of learning
tasks.

5.1.1 Artificial Neural networks ANN
Artificial neural networks are a set of machine learning algorithms, and brain inspired

techniques that simulate how the biological neuron works.
They were introduced by the neurophysiologist Warren McCulloch and the mathe-

matician Walter Pitt In their paper : ” A logical calculus of the ideas immanent in nervous
activity”, in 1943. [15].

5.1.2 From biological to artificial neurons
A neuron, or nerve cell, is an electrically excitable cell [16] that communicates with other

cells via specialized links called synapses.
The human brain is composed of large number of interconnected neurons. A network of

neurons is a combination of multiple nerve cells that can perform together a complex task
like speech or image recognition as show in Figure 5.1.
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Figure 5.1: Tow connected biological neurons [17].

Biological neurons are fired based on the intensity of the entering signals. This process
can be simulation by this activation function :

y = σ(
∑

wixi) (5.1)
Where y is the output, σ is the activation function, wi are the weight of inputs xi. The

activation function has many forms, we discuss them in more detail in the next section.

5.1.3 The activation function
The activation function is a mathematical function attached to each node in the network.It

takes the weighted sum and bias of the inputs of that node and after defines its output (should
be activated or not).

We use activation function to introduce non-linearity into the output of a neuron in order
to perform complex tasks. A network without an activation function is nothing but a linear
regression model [18]. Figure 5.2 shows presentation of activation function.

34



Figure 5.2: Activation function [19].

5.1.4 Types of Activation Functions
1-Sigmoid function

The Sigmoid activation function is sometimes referred to as the logistic function or squash-
ing function in some literature[20]. It is given by the following formula :

sigmoid (x) = ex

1 + ex
(5.2)

It takes the input and map it to a value between 0 and 1. Figure 5.3 presents sigmoid
activation function curve.

Figure 5.3: Sigmoid function [21].

The common problem with sigmoid activation is Vanishing gradient—for very high or very
low values of X, there is almost no change to the prediction, causing a vanishing gradient
problem. This can result in the network refusing to learn further, or being too slow to reach
an accurate prediction[22].
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2-Hyperbolic tangent function (Tanh)

The hyperbolic tangent is another common used activation function. It’s defined as
following:

It maps the input to a value in the range of [-1,+1] as illustrated in Figure 5.4.

Figure 5.4: Tanh function [21].

It can also cause Vanishing gradient problem.

3-Rectified Linear Unit function (ReLu)

The rectified linear unit (ReLU) is a faster learning activation function proposed by Nair
and Hinton in 2010 [23], which has proved to be the most successful and widely used function
[24]. The Relu function is given by:

f(x) = max(0, x) =
{

x, if x ≥ 0
0, if x < 0 (5.3)

Figure 5.5 shows ReLu action function. This function rectifies the values of the inputs
less than zero forcing them to zero and eliminating the vanishing gradient problem observed
in the previous types of activation function.
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Figure 5.5: ReLU function [21].

however, the ReLU function can cause gradients to die when the inputs approach zero
or are negative. In this case, the network can not carry out back-propagation, so it can not
learn.

5.1.5 Examples of ANNs
Perceptron

The perceptron is a feed-forward network and the earliest type of the neural network,
developed by Rosenblatt [25]. The perceptron was first designed to learn simple shapes and
characters on images.

A single hidden-layer perceptron has its limitations: It can solve only linearly separa-
ble problems. The classic example is the XOR problem, which cannot be simulated with
the single-layer perceptron. The multiple-layer perceptron (MLP), is the most used neu-
ral network. It can be used to approximate any continuous functions. A back-propagation
algorithm is usually used in the training of MLP.
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Figure 5.6: A typical multi-layer feed-forward back-propagation ANN [26]

At first,the input is propagated through the network and the output is calculated. Then
the error between the calculated output and the correct output, called the cost function, is
propagated backward from the output to the input to adjust the weights as shown in the
figure 5.6. Mathematically the algorithm minimizes the cost function with a gradient descent
method [27].

5.2 Deep Learning (DL)
5.2.1 What is deep learning (DL)

Deep learning (also known as deep structured learning or differential programming) is a
special field of machine learning, putting the focus on the representation from the data, and
adding successive learning layers to increase the meaningful representation of the input data
[28].

Deep-learning methods are representation-learning methods with multiple levels of rep-
resentation, obtained by composing simple but non-linear modules that each transform the
representation at one level (starting with the raw input) into a representation at a higher,
slightly more abstract level [29]. An example of this representation learning in image pro-
cessing : Objects are made of local parts, local parts are made of lines and corners, corners
and lines are made of edges.
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5.2.2 Deep learning applications
Deep Learning has enabled a huge progress in several domains.There are many different

applications and this list below is in no way exhaustive :

• Speech recognition

• Object recognition in images

• Machine translation

• Signal processing

• Web mining

• Bioinformatics

5.2.3 Deep learning models
Several Deep Learning models have been proposed, we highlight the following models :

• Auto-encoders (Aes)

• Convolutional neural networks (CNNs).

• Recurrent neural networks (RNNs).

• Gated recurrent unit (GRU)

5.2.4 Recurrent neural networks (RNNs)
RNNs is a type of neural networks that take as their input not just the current example

an input, but also the previous output/hidden states, they have an internal loop. Regarding
the RNNs architecture, we can find two representations in the literature, one is plotted over
a single cell and the second is presented as the sequential cells. Theses illustrations are given
in Figure 5.7.

Figure 5.7: Basic architecture of Recurrent Neural Networks [30].
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The above figure shows a copies of the RNN cells that are unfolded with different inputs
at different time step. At each time step, values of the hidden weights and output are given
by:

ft = σg (Wfxt + Vfht−1 + bf )
it = σg (Wixt + Viht−1 + bi)
ot = σg (Woxt + Voht−1 + bo)
ct = ft ⊗ ct−1 + it ⊗ σc (Wcxt + Vcht−1 + bc)
ht = ot ⊗ σc (ct)

(5.4)

RNNs use the Backpropagation through time (BPTT) that allows calculating the
error for each time step, which allows updating the weights.The BPTT algorithm are given
as fallows [31]:

1. Present a sequence of time steps of input and output pairs to the network.

2. Unroll the network then calculate and accumulate errors across each time step.

3. Roll-up the network and update weights.

4. Repeat.

Issues with standard RNNs

The standard RNNs is one of the algorithms that have received the most success in deep
learning over the past few years. Although, we mention two major issues with standard
RNNs :

1. Vanishing gradients : very small gradients makes the model stop learning or take way
too long to converge.

2. Exploding gradients : high gradients produces high weights, without much reason.
Fortunately, this problem can be easily solved by truncating or squashing the gradients
[32].

These issues are the main incentive behind the LSTM model that resolve the vanishing
gradient problem.

Long Short-Term Memory Units (LSTMs)

LSTMs are an extension for RNNs.They are explicitly designed to avoid the long-term
dependency problem. Remembering information for long periods of time is practically their
default behavior, not something they struggle to learn [33]. LSTMs enable RNNs to remember
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their inputs over a long period of time by using gates. In LSTMs, we can find three gates
input, forget and output gate. The input gate allows to read information from memory,
the forget gate deletes the information from the cell state and the output gate writes the
information into memory. The gates are activated using sigmoid functions.
Below in Figure 5.8 an illustration of structure of the LSTM cell and equations that describe
the gates of an LSTM cell.

Figure 5.8: LSTM cell visual representation [34].

To avoid gradient vanishing, LSTM continuously feeds error back to each of the gates
until they learn to cut off the value.

LSTMs are used in many domains such as Anomaly detection in times series,Time series
prediction,Grammar learning,Web page classification,etc.

5.2.5 Gated recurrent unit (GRU)
GRU is type of neural network and an other solution of problem of gradient vanishing. It

is introduced by Cho et al in [35].It is considered as improved version of recurrent network.
GRU uses two essential parameters to get an efficient result, namely, update gate and reset
gate. A reset gate controls how much of the past information still want to remember whilst
the update gate controls how much of old state will be passed in the future. Figure 5.9
illustrates the structure of GRU.
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Figure 5.9: Gated Recurrent Unit structure [36].

The Update gate is calculated using the following formula :

zt = σ
(
W (z)xt + U (z)ht−1

)
(5.5)

The reset gate is calculated using the following formula :

rt = σ
(
W (r)xt + U (r)ht−1

)
(5.6)

where x,w represent the input, weight respectively while h−(t − 1) keep the information for
the previous unit and U(z) represents the weight of that unit and σ represents the sigmoid
function.
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Chapter 6

Forecast Metrics

The selection of forecast metrics is critical since these findings must be compared across
various datasets and offer an accurate assessment of forecast quality. We will calculate
numerous performance measures at the same time in the benchmarking tool, but we will only
present the handful that can be compared across all datasets [2]. Some essential character-
istics to consider for all forecast measures include comparability across datasets, sensitivity
to data transformation, and sensitivity to outliers.

6.1 A Few Forecast Performance Metrics
6.1.1 The Mean Absolute Error (MAE)

MAE = 1
N

N∑
t=1

|yt − ŷt| (6.1)

Properties:

• It computes the average absolute deviation between forecasted and original data.

• It’s also known as the Mean Absolute Deviation (MAD).

• Extreme forecast mistakes are not punished by the MAE since they are affected by any
data modification.

• For a flawless forecast, MAE should be as near to zero as feasible.
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6.1.2 The Mean Absolute Percentage Error (MAPE)

MAPE = 100
N

N∑
t=1

∣∣∣∣∣yt − ŷt

yt

∣∣∣∣∣ (6.2)

Properties:

• This metric calculates the proportion of average absolute inaccuracy in forecasting.

• It is unaffected by measurement scale (e.g., MinMaxScaling), but is impacted by
data transformation (e.g. Log Scaling).

• Extreme forecast mistakes are not penalized.

• Provide a metric that is unrelated to the values seen in the series.

• Ineffective in data sets with zeros in the original measurements.

• People with no statistical knowledge will find it simple to interpret.

This problem may be addressed by utilizing the updated MAPE, SMAPE formula [1];
however, the performance metric may diverge if the predicted and real values are both 0.

SMAPE = 100
N

N∑
t=1

2 |ŷt − yt|
|yt| + |ŷt|

(6.3)

6.1.3 The Mean Squared Error (MSE)

MSE = 1
N

N∑
t=1

(yt − ŷt)2 (6.4)

Properties:

• It is a measure of the forecasted values’ average squared deviation.

• It penalizes excessive mistakes in forecasting.

• MSE stresses that big individual mistakes have a significant impact on overall forecast
error (outliers).

• It is affected by changes in size and data transformation.
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• It is a difficult measure to evaluate since the value is dependent on the dataset and the
values contained in the Time Series (noisy data or the presence of outliers can make
assessing a model’s performance difficult).

• This measure is not comparable to all datasets.

Another variate of the MSE is the Root Mean Squared Error (RMSE) which has
the same properties as MSE and is formulated as follows:

RMSE =

√√√√ 1
N

N∑
t=1

(yt − ŷt)2 (6.5)

6.1.4 The R2 Score

R2 = 1 −
∑N

t=1 (yt − ŷt)2∑N
t=1 (yt − ȳt)2 (6.6)

Properties:

• Sensitive to extreme values (outliers).

• It is used to compare the goodness of t in a regression model to a baseline approach.
R2 = 0 indicates that the performance is comparable to the baseline approach (here
the mean value), R2 > 0 indicates that the performance is superior to the baseline,
and R2 0 indicates that the performance is inferior to the baseline.

• It cannot tell you whether a regression model offers a sufficient t to your data (a good
model can have a low R2 score while a biased model can have a high R2 score, this can
be observed mostly Long Time Series with a huge horizon to forecast on) [1].

• Provides a measurement that is independent of the values seen in the series (helpful
for evaluating a model’s performance on multiple data sets with varying scales/ranges
of values).
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Conclusion

Preparing an acceptable model to fit and then forecast the series is a difficult process
since each signal/series has unique features and dependence on exogenous parameters that
are difficult to capture in the model. Academics, statisticians, and economists have suggested
a plethora of studies and methods to enhance predicting accuracy over the years. As a
consequence, several Time series models have been implemented/improved.
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Part III

State of Art
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Chapter 7

Time Series Forecasting approaches

7.1 Introduction
Forecasting is the process of utilizing models fit on past data to anticipate future obser-

vations. Based on what has already occurred, the future is forecasted or predicted. Time
series introduces time order dependency between observations. Several approaches have been
proposed for that prediction of the time series in different fields to cover its importance and
impact in various applications.

This section discusses six techniques by providing a summary of how they function. These
techniques are classified based on the learning method employed, which is either machine
learning or deep learning. Following that, we discuss the benefits and drawbacks of each
strategy. We offer a summary table for the evaluated machine learning/deep learning ap-
proaches at the end of the second portion.
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7.2 Machine Learning Based approaches
7.2.1 Application of the ARIMA model on the COVID- 2019 epi-

demic dataset
Coronavirus disease 2019 (COVID-2019) has been identified as a worldwide danger, and

numerous studies are being done to forecast the likely progression of this pandemic using
various mathematical models. These mathematical models, which are based on different
elements and studies, are susceptible to prejudice. Domenico Benvenuto et al presented in
their paper [37] a simple econometric model that may be beneficial in predicting the spread
of COVID-2019. they used the Auto Regressive Integrated Moving Average (ARIMA) model
predicted using Johns Hopkins epidemiological data to forecast the epidemiological trajectory
of COVID-2019 prevalence and incidence.

Data description

COVID-2019 daily prevalence data were obtained from the official website of Johns Hop-
kins University , and Excel 2019 was used to create a time-series database. The ARIMA
model was used on a dataset of 22 number determinations. A descriptive analysis of the data
was done to assess the frequency of new confirmed cases of COVID-2019 and to avoid bias.

Materials and methods

The ARIMA model consists of three components: the autoregressive (AR) model, the
moving average (MA) model, and the seasonal autoregressive integrated moving average
(SARIMA) model. The Augmented Dickey-Fuller (ADF) unit-root test can be used to de-
termine if a time series is stationary. The main techniques for time series stabilization are
log transformation and differences. To stabilize the term trend and periodicity, seasonal and
nonseasonal deviations were employed.

The ARIMA model’s parameters were calculated using an autocorrelation function (ACF)
graph and a partial autocorrelation function (PACF) correlogram. ARIMA (1,0,4) was chosen
as the best ARIMA model to assess the prevalence of COVID-2019. The statistical program
Gretl2019d was used to do statistical analysis on the prevalence and incidence datasets, and
the statistical significance threshold was set at 0.05. For the analytical technique, a previous
research was used as a reference [38].
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Results

Figure 7.1: Correlogram and ARIMA forecast graph for the 2019-nCoV prevalence [37].

The ACF and PACF correlograms revealed that seasonality had no effect on the preva-
lence or incidence of COVID-2019. Table 7.1 shows the prediction of prevalence and incidence
statistics with relative 95 percent confidence intervals.

Table 7.1: Forecast value for the 2 days after the analysis for the prevalence and for the
incidence of the COVID-2019 [37].

Although additional data is required for a more thorough forecast, the virus’s transmis-
sion appears to be slowing marginally. Furthermore, while the number of confirmed cases
continues to rise, the incidence is somewhat reducing. If the virus does not evolve new muta-
tions, the number of reported cases should level out (Fig 7.1 and Fig 7.2). The forecast and
estimate obtained are impacted by the definition of the ”case” and the mode of data gathering.
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Figure 7.2: Correlogram and ARIMA forecast graph for the 2019-nCoV incidence [37].

7.2.2 Time Series Forecasting Stock Prices ARIMA Approach
Stock price prediction has always drawn attention because of the direct financial bene-

fit as well as the related difficulty. Based on the examination of the literature, Saptarsi
Goswami et al thought there was a need for a research that included sector-specific anal-
yses and a diverse variety of equities. In this article [14], he investigated the efficacy of the
Autoregressive Integrated Moving Average (ARIMA) model on fifty-six Indian equities from
various sectors.

He picked the ARIMA model because of its simplicity and wide popularity. He also
investigated the influence of several available prior period data on prediction accuracy.The
Akaike information criterion was used to compare and parameterize the ARIMA model (AIC).

Data description

The author obtained historical data for fifty-six National Stock Exchange (NSE) busi-
nesses from seven sectors, eight companies in each sector, from the NSE India official web-
site. He used twenty-three months of training data and forecasted the next month’s data.
He has also split the dataset into three distinct time periods: six months, twelve months,
and eighteen months.
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Materials and methods

Model selection , fitting and forecasting:

ARIMA models are commonly used to evaluate time series data in order to improve un-
derstanding and predictions. Initially, the suitable ARIMA model for the specific datasets
must be found, and the parameters should have the smallest feasible values so that it can ef-
fectively evaluate the data and forecast accordingly. The Akaike Information Criteria (AIC)
is a popular statistical model metric. It is used to assess the model’s quality of fit. When
comparing two or more models, the one with the lowest AIC is typically seen to be more
accurate with real data.

Table 7.2: AICc values of dataset of ”Emami Limited” for different models [14].
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Figure 7.3: AICc values for different models [14].

Depending on AICc, model ARIMA(1,0,2) is selected for the above mentioned stock.

Measuring the accuracy of prediction:
The accuracy was expressed as a percentage. Actual data for 30 days that had previously
been forecasted was obtained from the same source and compared to determine accuracy.
The accuracy is calculated using the Mean Absolute Error (MAE) technique.

Finally, to obtain exact findings, evaluate the standard deviation of predicting accuracy
for each sector. A smaller standard deviation implies that the data members are closer to the
mean, whereas a greater standard deviation shows that the data are further deviated from
the mean. For implementation, the high price of stocks is taken into account. R is used for
all implementation tasks. The series are all stationary.
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Results

Table 7.3: Accuracy of prediction using ARIMA for seven sectors [14].

Figure 7.4: Accuracy for different training data sets [14].

In the next table, we show the standard deviation of accuracy of prediction for each sector.

54



Table 7.4: Standard deviation of accuracy of forecasting for different sectors [14].

The author performed a research on 56 stocks from seven industries in this paper. All
of the stocks chosen are traded on the National Stock Exchange (NSE). He has chosen data
from the previous three months for the set empirical investigation. He assessed the ARIMA
model’s accuracy in forecasting stock prices. The best ARIMA model was chosen using AICc.
In his research, he also altered the time period of prior or historic data and investigated the
impact on accuracy.

The accuracy of the ARIMA model in predicting stock prices is greater than 85% across
all sectors, indicating that ARIMA provides high prediction accuracy. When it comes to
individual industries, predicting stocks in the FMCG sector using the ARIMA model yields
the highest results in terms of accuracy. However, the accuracy of forecasts for the banking
and car industries using the ARIMA model is lower when compared to other sectors.

The standard deviations of accuracy in forecasting of seven sectors show that the auto-
mobile, steel, and banking sectors have a high standard deviation, indicating that the values
are distributed across a wide range, and there may be some companies for which the ARIMA
model does not generate excellent results. The standard deviation for the Information Tech-
nology sector is neither too low nor too high, and we obtain above 90% accuracy in forecast
for this industry. Stock prices of firms in the IT industry may fluctuate widely owing to
changes in the value of the dollar and other reasons.
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7.2.3 Time Series Forecasting using Improved ARIMA Approach
There has been a rise in interest in predicting time series databases in recent years. Time

series forecasting has been demonstrated to be useful in making appropriate decisions in a va-
riety of sectors. So far, a number of approaches have been presented to achieve the objective
of prediction in various directions; in this paper [39] Soheila Mehrmolaei et al targeted
two purposes. First, give a review by categorizing past important studies that explored time
series data forecasting in various application domains. Second, for time series forecasting,
present a unique technique to improving the ARIMA model by using a mean of estimation
error.

Data description

In this work, three time series data sets are utilized to evaluate the performance of the
suggested technique to basic ARIMA. The assessment results show that the proposed tech-
nique is suitable and successful for univariate time series forecasting.

• Monthly births time series.

• Annual immigration time series.

• Monthly number of cases of measles time series.

For this part of section we’ll be showing only the first dataset from the three described and
utilized from the paper.
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Figure 7.5: Monthly New York city births: Jan 1946- Dec 1959 [39].

Materials and methods

The concept of auto regressive integrated moving average, or ARlMA model, has been
widely utilized for estimating future value in the problem of time series forecasting. It is
known as the Box Jenkins model, and the future value of a variable is estimated in ARIMA
by a linear combination of previous values and errors.
In this section, a strategy for improving the performance of the ARIMA model is proposed.
Figure 7.6 depicts an exemplary diagram of the prediction method to the problem of time
series forecasting. In suggested technique first divides gathered observations of unknown
system into two data sets training and test. Td, the training data set, is as follows:

TD = {x(i), i = 1, 2, . . .} (7.1)

The training data set is then modeled with ARlMA to predict future values. Equation 2
is used to determine estimation error:

E(t) = XT (t) − XF (t) (7.2)
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Figure 7.6: Proposed approach for time series forecasting [39].

Where XT (t) is the desired output and XF (t) is the expected output. Our proposed
method is based on using the mean of estimating error in the forecasting process. Equation
3 calculates the mean of estimate error:

M =
∑ |E(t)|

n
(7.3)
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Where n is the number of intended output data points. The mean of estimating error is
taken into account in the computation of projected values based on E(t) values. E(t) can
have a positive or negative value.
Three performance measures are used for determining forecasting efficiency, namely mean
square error (MSE), root mean square error (RMSE) and mean absolute error (MAE).

MSE =
∑m

= (XT(t) − XF(t))2

m
(7.4)

RMSE =

√∑m
t=1 (XT (t) − XF (t))2

m
(7.5)

MAE =
∑m

t=1 |(XT(t) − XF(t))|
m

(7.6)

Results

The fundamental ARIMA model is used to forecast NYB (New York City births) time
series data in this section. It is calculated with several parameter (p,d, q) values and the
best model is chosen.
TABLE 7.5 displays the results of performance metrics using the ARlMA model.It shows
that the minimal MSE and MAE values for the ARIMA are found (0, 1, 1).

Table 7.5: Performance measures using basic ARIMA for NYB data [39].
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TABLE 7.6 shows the improvement achieved by the suggested technique for predicting
NYB time series data.

Techniques Performance measures
MSE RMSE MAE

Basic ARIMA 0.002 0.044 0.04
Proposed approach 0.0007 0.028 0.023

Table 7.6: Performance measures of the techniques [39].

According to the findings shown in the table above, the suggested technique outperforms
the basic ARlMA model for the NYB time series data set utilized in this work. Figure
7.7 shows the percentage improvement gained by the suggested technique in terms of MSE,
RMSE, and MAE values over the standard ARlMA model.

Figure 7.7: Percentage achieved improvement using proposed approach [39].

The result from Figure 7.7 clearly shows that, in terms of performance, the suggested tech-
nique outperforms the basic ARlMA model. The suggested approach’s prediction responses
are depicted in Figure 7.8.
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Figure 7.8: Prediction responses using the proposed approach [39].

Forecasting of time series data sets is an essential issue in many application fields such
as weather, finance, medicine, and so on. This discipline employs a variety of approaches.
Time series forecasting approaches are categorized and divided into two groups in this study
depending on predicting duration. Short-term and long-term estimators have been named
by several groups.
Furthermore, for time series forecasting in the basic ARlMA model, a technique based on
applying a mean of estimation error is presented. As a consequence, the enhanced ARlMA
model outperforms the original ARlMA model, and the suggested technique has acceptable
accuracy.

7.2.4 Time Series Prediction Based on Facebook Prophet approach
Temperature forecasting is a time series analytic technique that forecasts the condition

of the temperature at a certain area in the future. Nowadays, agriculture and industries are
heavily reliant on temperature, therefore accurate forecasting is critical since temperature
alerts may save lives and property. In this paper [40], Sabai PhyuThe et al used Prophet
Forecasting Model to forecast Myitkyina’s yearly temperature using historical (2010 to 2017)
time series data.

Data description

The weather station with the fewest missing data points was chosen for this project.
NOAA’s 8-year average temperature data for Myintkyina, Myanmar, is used in this work.
The weather data obtained is noisy, with a few missing numbers, and it is critical to handle
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this data. Every lost value is replaced with 0 during the data pre-processing stage. Following
that, the data is ready for learning, as seen in Table 7.7.

DATE TAVG TMAX TMIN
1/1/2010 69 50
1/2/2010 67
1/3/2010 60 81 46
1/4/2010 62 81 45
1/6/2010 65 49
1/7/2010 66 85 48
1/8/2010 63 48
1/9/2010 65 47
1/10/2010 70 83

Table 7.7: The collected average temperature [40].

Materials and methods

The forecasting algorithm was trained using daily weather data from 2010 to 2017, and
it predicts the average temperature for the following three years. Both the projected and
actual temperature values are compared on a graph in Figure 7.9 to determine the variance
value, and the accuracy has improved considerably over the previous two years. The Root
Mean Square Error (RMSE) was 5.7573 in 2012 and 2013 as a measurement of the model’s
prediction accuracy.

Figure 7.9: Forecasted value vs. real values graph of the average temperature [40].
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The result with the appropriate RMSE has demonstrated significant improvements for
weather forecasting. Furthermore, the prediction results indicated that the model is well-
fitted to the historical data. It is demonstrated via the development of the proposed system
that the Prophet Model is capable of producing satisfactory results for temperature prediction
and may be utilized as an alternative to standard meteorological approaches.

7.3 Deep Learning Based approaches
7.3.1 Time Series ANN Approach for Weather Forecasting

Weather forecasting is the most challenging problem in the world. There are a variety of
reasons for its observed values in meteorology, but it is also a common unbiased time series
forecasting challenge in scientific study. Several techniques have been offered by various
scientists. The goal of research is to improve prediction accuracy. In this paper [41] Neeraj
Kumar et al contribute to the same by predicting two crucial meteorological parameters,
maximum and lowest temperature, using an artificial neural network (ANN) and MATLAB
simulation.

Data description

The Indian Meteorological Department provided weather data for the past hundred years
for meteorological variables. The chosen data refers to two sets, namely average maximum
and average minimum temperatures for each of the 12 months of the year. Figure 7.10 shows
the overall structure of the network’s inputs and outputs.
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Figure 7.10: General Structure of inputs/outputs for the network [41].

Materials and methods

The worldwide data is separated into two groups, with the training group accounting for
60% of the data and the test group accounting for 40% of the data. Mean Squared Error
(MSE) is a measure of the proposed network’s error.
The obtained optimal network structure is shown in Table 7.8 below

Table 7.8: The optimal Network Structure [41].
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Results

Figure 7.11: Comparison between actual and predicted minimum temperature values for year
2001 [41].

Figure 7.12: Comparison between actual and predicted maximum temperature values for
year 2001 [41].

The results indicate that Multilayered Neural Networks might be a useful tool in weather
prediction. Using historical data, this sort of network can properly give the mapping between
input and output. Once the number of layers and units in each layer have been determined,
the network’s weights and thresholds must be adjusted to reduce the network’s prediction
error.

7.3.2 Predicting Computer Network Traffic Hybrid Approach
In This study [42], Rishabh Madan et al offers a strategy for forecasting computer

network traffic based on the Discrete Wavelet Transform (DWT), the Auto Regressive Inte-
grated Moving Averages (ARIMA) model, and the Recurrent Neural Network (RNN).
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On a computer networking equipment that is linked to the internet, computer network
traffic is sampled. Initially, the discrete wavelet transform is employed to divide the traffic
data into non-linear (approximate) and linear (detailed) components.
Then, using inverse DWT, detailed and approximate components are rebuilt, and predic-
tions are produced using Auto Regressive Moving Average (ARIMA) and Recurrent Neural
Networks (RNN), respectively. Internet traffic is a time series that may be used to forecast
future network traffic trends.
Numerous computer network administration activities rely significantly on network traffic
information. This forecasting is extremely valuable for a variety of applications, including
congestion control, anomaly detection, and bandwidth allocation.
This technique is simple to implement and computationally less costly, thus it may be easily
applied in data centers to improve quality of service (QoS) while lowering costs.

Data description

Table 7.9: Details of time series datasets [42].

The studies were carried out using six time series produced by R.J Hyndman. The data
in the time series were captured every hour, every day, and every 5 minutes. Table 7.9
describes the datasets in detail, and Figure 7.10 shows them.

66



The time series utilized is made up of internet traffic (in bits) collected by an ISP and
corresponds to a transatlantic link. The tests were carried out with the help of Anaconda-
navigator, which was pre-installed with different Python libraries. The program is free and
open source.

Table 7.10: Time plot of the time series Daily [42].

Materials and methods

This study presents a time series forecasting approach for predicting future computer
network traffic that makes use of RNN and ARIMA. It simulates both linear and nonlin-
ear network traffic time series architectures. After decomposition, the linear and nonlinear
structures are recovered using the discrete wavelet transform (DWT). Real-world time se-
ries, such as data traffic, have both nonlinear and linear patterns. The proposed technique
makes advantage of the decomposition power of DWT as well as the prediction capability of
ARIMA and RNN for both linear and nonlinear systems. The experiment was carried out
using samples of internet traffic time series collected from the DataMarket database.
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Figure 7.13: Flow Chart showing the proposed technique for network traffic prediction [42].

DWT is initially applied to time series data, resulting in the creation of low frequency
and high frequency data components known as Detailed (D) and Approximate (A). Following
this, these two components are rebuilt by using the inverse discrete wavelet transform on D
and A. After generating the reconstructed components, the ARIMA model is applied to the
D portion to create predictions. The RNN is then fitted to the A portion together with the
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residuals to provide another set of forecasts. Finally, these forecasts are combined component
by component to get the final forecasts. The method is depicted in Figure 7.13.

Results

Table 7.11: NRMSE for the six time series [42].

Following the decomposition of the time series with DWT, the linear and nonlinear parts
were modelled with ARIMA and RNN, respectively. The forecast received from each tech-
nique was then put together to get the final forecast. Finally, predictions were obtained using
the ‘db2’ wavelet. Table 7.11 summarizes the results, including the Normalized Root Mean
Squared Error (NRMSE) for each dataset.

NRMSE = (MSE)1/2/ (ymax − ymin)

MSE =
n∑

i=1
e2

i /n
(7.7)
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Figure 7.14: Time Series and its forecast Daily [42].

When it comes to operating a computer network and preventing traffic congestion, Inter-
net traffic prediction is critical. In this article, the author suggested a time series forecasting
approach for predicting internet traffic using previous data. Many forecasting approaches,
such as ARIMA, are widely used in the literature to make forecasts, although they are best
helpful for time series that are linear in form. Neural networks, on the other hand, such as
RNN, are extremely effective in forecasting nonlinear time series. The proposed approach
employs the Discrete Wavelet Transform, as well as a high pass and a low pass filter, to
produce linear and nonlinear portions for the time series.

ARIMA and RNN are clearly outperformed by the suggested method (see Table 7.11).
Because of the technique’s simplicity, it can be readily implemented in data centers.
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7.4 Discussion
This section compares time series forecasting techniques by providing the pros and disad-

vantages of each strategy through a quick examination of time series forecasting approaches.

An application of time series forecasting ARIMA model on the covid-2019 epidemic
dataset was proposed in [37] in order to predict the evolution of this last mentioned, a
simple econometric model was used for the prediction on the Johns Hopkins epidemiological
data.
The Augmented Dickey-Fuller test(ADF) is a type of statistical test called a unit root test
helps to determine whether the time series is stationary, ACF and PACF tests estimated the
best ARIMA model , which concluded that the dataset is not influenced by the seasonality.
Although additional data is required for a more thorough forecast, the virus’s transmission
appears to be slowing marginally. Furthermore, the authors did not mention whether or not
they used any sort of metrics to measure the model efficiency.

The research in [14], the Autoregressive Integrated Moving Average (ARIMA) model was
picked to predict Stock prices due to its simplicity and wide popularity, the work primarily
concentrated on the degree of accuracy in projecting stock prices for various sectors, which
will assist investors in understanding the market and deciding whether or not to engage in the
stock market, various period data was taken to measure its effect on the prediction accuracy.
AIC is basically used to determine the best values for the model then both ACF and PACF
were used to check whether the model selected is appropriate.
The researchers evaluated the standard deviation of predicting accuracy for each sector to get
precise results, the accuracy is calculated using the Mean Absolute Error (MAE) technique.
Even though the accuracy of the model in predicting stock prices was greater than 85%
across all sectors indicating that ARIMA provides high prediction accuracy, the accuracy of
forecasts for the banking and car industries is lower when compared to other sectors. The
standard deviation is neither too low nor too high, and we obtain outstanding accuracy in
forecast. However, the series are all stationary which is the main boost to the model fitting,
the authors did not mention any usage of Log transformation or differencing in order to
maintain the stationarity required.

The approach [39] suggested a new improved model of ARIMA by using a mean of esti-
mation error, the author gave a review by categorizing past important studies that explored
time series data forecasting in various domains and used three time series data (one men-
tioned) to assess the performance of the proposed approach. The suggested technique indeed
outperformed the basic ARlMA model in terms of MSE, RMSE and MAE that was used
to determine forecasting efficiency.Nevertheless, the approach violate the principles of the
ARIMA model which are based on its simplicity and clarity, the ease of executing SARIMA
algorithms made it approachable and familiar for the benefit of forecasting time series, ap-
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plying more equations in the process of forecasting will add more complexity and analysis in
order to maintain the right value out of the algorithm. Furthermore, the suggested approach
is yet to be called better than the basic ARIMA model due to lack of usage in different fields
and datasets.

In another work [40], Sabai PhyuThe et al used Prophet Forecasting Model to forecast
Myitkyina’s yearly temperature using historical (2010 to 2017) time series data. Nowadays,
agriculture and industries are heavily reliant on temperature, therefore accurate forecasting
is critical since temperature alerts may save lives and property. The forecasting algorithm
was trained using daily weather data of 7 years and trained on the next 3, The Root Mean
Square Error (RMSE) was used as a measurement for the model’s prediction accuracy,the
prediction results indicated that the model is well-fitted to the historical data. However, the
Prophet Forecasting Model used wasn’t fully detailed in order to understand the variety of
the data used, due to its all set parameters, the model ease the process in a way that makes
it difficult to acknowledge the performance of the last mentioned in any specific study field.

The approach [41] suggested temperature forecasting using an artificial neural network
(ANN) and MATLAB simulation. Several techniques have been offered by various scientists
concerning Weather forecasting,the chosen data refers to two sets, namely average maximum
and average minimum temperatures, both separated into train and test groups,with MSE as
a measure of the proposed network’s error. By comparing real and forecasted temperature
values, the forecasting validity was measured and shown promising results using the Multilay-
ered Neural Network model in Weather forecasting. Once the number of layers and units in
each layer have been determined, the network’s weights and thresholds must be adjusted to
reduce the network’s prediction error which is the main functionality for a better prediction
in the model.

Unlike previous approaches based on machine learning and deep learning, in [42] Rishabh
Madan et al offered a strategy for forecasting computer network traffic based on the Dis-
crete Wavelet Transform (DWT), the Auto Regressive Integrated Moving Averages (ARIMA)
model, and the Recurrent Neural Network (RNN). Initially, the discrete wavelet transform
is employed to divide the traffic data into non-linear (approximate) and linear (detailed)
components and then predictions are produced using ARIMA for the detailed data and RNN
for the approximate one. Numerous computer network administration activities rely signifi-
cantly on network traffic information due to its extreme value in the field, the studies were
carried out using six time series and took advantage of the decomposition power of DWT as
well as the prediction capability of ARIMA and RNN for both linear and nonlinear systems.
According to the Normalized Root Mean Squared Error (NRMSE), ARIMA and RNN stand-
ing alone are clearly outperformed by the suggested method taking advantage of the successful
results and the outstanding performance of ARIMA in linear time series as well as the high
accuracy of neural networks like RNN when it comes to nonlinear time series forecasting.
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7.5 Comparative analysis
The comparison table 7.12 highlights the examination of the many approaches developed

in the state of the art and carried out in accordance with the criteria of:

• Paper

• Algorithms used

• Type of algorithm

• Dataset used

• Parameters

• Results
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7.6 Conclusion
We have given several studies on time series forecasting in many fields of research in this

section. We have concentrated our efforts on works that make use of machine learning and
deep learning techniques. We discovered that the various techniques provided have proven
to be successful and well-executed in forecasting future production and providing satisfying
outcomes. However, each solution overlooked a criterion or had a flaw in terms of algorithms
or data confirmation.
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Part IV

Conclusion
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Chapter 8

Conclusion and future work

Time series forecasting is a strategy for predicting future occurrences by examining previ-
ous patterns, with the premise that future trends would be similar to past trends. Forecasting
is the process of predicting future values using models fitted to previous data. Time series
forecasting is required for prediction issues with a time component since it gives a data-driven
approach to effective and efficient planning.

The purpose of this study is to compare the performance of the most widely used time
series estimators. This research was carried out on a number of distinct datasets of varying
sizes and from a wide range of areas (financial, business, meteorological,etc...). Furthermore,
forecast time was initially a barrier for stochastic model engineering since the grid search
was computationally intensive. An analysis of the data reveals that certain candidates out-
perform the rest of the candidates on average, based on the forecasting criteria employed.

With the addition of exogenous variables, this research might pave the way for the devel-
opment of an automated time series forecasting library. In addition, based on the findings of
this study, we may propose a recommender system that employs the best predicting model
depending on the features of the provided datasets (number of seasonal components, number
of change-points, monotonicity of the series, etc...).
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